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of morphological and other characteristics of the cell [1]. 
The aim of this paper was to find the appropriate method 
for automatically determining the developmental stage of erythrocytes based on characteristics of their shape: the length, area, and perimeter of the erythrocytes and their nucleus were measured. Initially, the maturity of erythrocytes in the common nase (Chodrostoma nasus) was determined by experts. 

a:Fish erythrocytes released jrom erythropoietic 
sites 
their own surface while the cell body and uclei begin to 
aemore elliptical and less spherical during 

ar immature. During circulation, they increase 

abundance of different maturation. The relative 

developmental stages represents an erythron profile 
more sensitive indicator of 

which could be a 

ontamination than classic hematological indices. In this 
stud, we analyzed blood smears of the Common Nase 
Chodrostoma nasus) with the main goal to identify the 

determinants of the developmental stage of erythrocytes. Based on parameters developmental stages, erythrocytes 
are categorized into immature, intermediate or mature. In rhis investigation we have used four classification methods: the Two Step Cluster analysis, the K-Means Cluster analysis, and Neural Neworks - Multilayer Perceptron and an Ordinal Regression Model. Our 
irndings clearly justify that Multilayers Perceptron and OLR models are appropriate to 
developmental stage of fish erythrocytes. 

2. MATERIAL AND METHoDS 2.1 Sampling - Data and Variables Thirty common nase (Chodrostoma nasus) individuals were caught at the Danube River, near Belgrade (Serbia). Blood smears were prepared on microscope slides and stained using a Bio-Diff kit (Bio Optica, Milano, Italy). Stained 

photomicroscope (Leica, Wetzlar, Germany) and random fields were photographed (Fig. 1). Pictures were analyzed in Digimizer image analysis software which automatically calculated cellular (AreaC, PerimeterC and LengthC) and nuclear parameters (AreaN, PerimeterN and LengthN). Based on morphological characteristics of erythrocyte cell and its nucleus, developmental stages of erythrocyte are categorized into the three groups - immature, intemediate or mature as it used in the study [2]. These groups were visually classified by three experts. 
There is heterogeneity of fish erythrocytes in circulation which represents different developmental 

stages of red blood cells which is expressed as the 
extensive morphological changes during the process of 
maturation. The differences are mainly in length of the 
major axis, one-sided surface area, form factor and axis 
ratio [3] with form factor> 0.94 for immature 
erythrocytes [4). Hlere, fitty 
photographed for each individual and, based on [5), a 
subsample of 60 erythrocytes (20 for each type) was used 
for further analysis. The Shape Factor (SF) was calculated 
for each cell based on the following fornmula: 

slides were observed under DM RB 

classify the 

Regression Analysis, 
Keywords: Ordinal 
Multilayer Perceptron, Two Step Cluster Analysis, K-Means Cluster Analysis, Developmental stage of erythrocytes, Shape factor of erythrocytes 

Logistic 

1. INTRODUCTION 

Fish erythrocytes released from erythropoietic sites are immature. During circulation, they increase their own SurTace, while the cell body and nuclei begin to become nOre elliptical and less spherical during maturation. The ctalve abundance of different developmental stages CSents an erythron profile which could be a more Sensitive indicator of con atological indices. Changes in the overall presence or 
erythrocytes were certain 

pmental stages of erythroc as well as 

ontamination than classic 

char 
in 

morphological characteristics, could point out 
in the diagnos of diseases, analysis of cell morphology, 

e environmental stressor and physiologica 
lem. Traditional manual 1 4T Area 

LengthC 
SA 

techniques can still be used 
athology of cells, cla er, they are Howe 

accurac Cy of the results depends on 

classification of blood cells, etc. 
very tedious and long-lasting, and the 

Shape factor (SF) is a normalized measure of 
roundness with values ranging in the real interval [0, 1] so 
that a pertect circle has a shape tactor value equal to 1. 

pertise. human experience and nerefore, there is a constant need for an 
nomical: and robust automated syste stem for the analysis 



result o1 the a8eIomelauol BrOupnB ore sOlutions are 

obtained and the "best" cluster number is determined 

using Schwarz Bayesian Criteria (BIC) or Akaike 
Information Criterion (AIC) as the criteria for grouping. 

We used the average Silhouette coefficient to evaluate 

clusters. An average Silhouette combines the concepts of 
cluster cohesion and cluster separation and belongs to real 

interval [-1, 1]. The average Silhouette coefficient is 
simply the average over all cases of the following 

calculation for each individual case: 

(B-A)/max(A,B) 
where A is the distance from the case to the centroid 

of the cluster which the case belongs to and B is the 
minimal distance from the case to the centroid of every 
other cluster. The Silhouette coeficient and its average 

range between -1 (indicating a very poor model) and 1 
(indicating an excellent model). The average silhouette 

greater than 0.5 indicates a reasonable partitioning of 
data, whereas when it is less than 0.2 means that the data 

3 
1 

Fig. 1. Photograph of the stained slide observed under DM 

RB photomicroscope: immature (1), intermediate (2), and 

mature 3) erythrocytes of common nase (Chrondrostoma 

nasus). 

do not show the cluster structure. 

2.2 Classification analysis 
Generally, we could say that the objective of 

classification is grouping similar data points together and 
discover underlying patterns. In contrast to superviseed 
classification methods, the unsupervised methods bring 
conclusions from data sets using only input variables 
without referring to known outcomes. Supervised and 
unsupervised classification methods have been used to 

predict the maturity of erythrocytes based on 

morphological characteristics 
solve the main task in this investigation we have used four 
classification methods: the Two Step Cluster (TSC) 

analysis and the K-Means Cluster (KMC) analysis as 

unsupervised methods and Neural Networks Multilayer 
Perceptron (MLP) and an Ordinal Regression Model as 

supervised methods. Since the developmental stage is 
ordinal variable, an Ordinal Regression procedure, or 
PLUM Polytomous Universal Model (PLUM) has been 

developed to find predictors of developmental stage of 

erythrocytes and to check the applicability of the OLR 

model. 

2.2.2. K-Means Cluster Analysis 
K-Means Cluster (KMC) Analysis is an unsupervised 

procedure for identification relatively homogeneous 
groups of cases (n) based on selected variables using 

predefined the number of clusters (k). The K-Means 

cluster is a classic classification method that uses a 

partitioning algorithm and it is restricted to continuous 

variables. The K-means refers to averaging of the data 

finding the centroid as the imaginary or real location 

representing the center of the cluster. Distances are 

computed using Euclidean distance. We selected option 

for classifying cases with updating cluster centers 
iteratively and classifying. This means that the algorithm 
K-means starting with the first group of the randomly 
selected centroid, which is used as the initial solution, and 
then perform iterative calculations to optimize the 
centroid positions (the cluster center) in order to reach the 

final solutions. The clustering has been successful when 
there is no change in the centroids values or the defined 

number of iterations has been achieved. Then, the creating 

their size and shape. To 

and optimizing clusters are finished. 

2.2.1. Two Step Cluster Analysis 
The Two Step Cluster (TSC) analysis is specially 

developed and incorporated into the SPSS software as an 

unsupervised method designed to handle very large data 
sets. This method uses a likelihood distance measure 
which assumes that variables in the cluster model are 

independent in order to classify categorical and 
continuous variables. The TSC algorithm allows the user 
to set the maximum number of clusters or let the 
algorithm automaticaly determine the number of clusters. 

The first step begins with the pre-clustering the cases 
into a Cluster Features (CF) Tree. The CF tree consists of 
the sub-clusters and a node that contains multiple cases 

contains a summary of variable information about those 
cases. The pre-cluster step uses sequential clustering by 
scanning the data cases one at a time. The next case 
should be added to one of the existing clusters or a new 
cluster is formed based on the distance measure as the 

2.2.3. Ordinal Regression Analysis -Polytomous 
Universal Model (PLUM) 

The Ordinal regression analysis also belongs to the 

supervised methods and involves the application of the 

proportional odds model which is a commonly used 
model for the analysis of ordinal categorical data [6]. The 

proportional odds model is used to estimate the odds of 

being at or beyond a particular level when the response 

variable is polytomous as is in our case. 
In this paper, an ordinal logistic regression model e.g. 

Polytomous Universal Model (PLUM) was developed 
using SPsS. The outcome variable is ordered with three 
levels of the developmental stage of red blood cells: 1 

immature, 2 internmediate or3 
nuclear measures and shape factor were used a 
independent variables. The ordinal logit model is based 

on the following equation: 

PY S j =,-B,X, -.-B,Ap logPlY > jx,)) 

mature. Cellular and 

similarity criterion. Thereafter, the second step clusters 
the sub-clusters of the CF tree into the final number of (2) 
clusters using an agglomerative clustering algorithm. As a 
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result of the agglomeration grouping, more solutions are 
obtained and the "best" cluster number is determined 
using Schwarz Bayesian Criteria (BIC) or Akaike 
Information Criterion (AIC) as the criteria for grouping. 

We used the average Silhouette coefficient to evaluate 
clusters. An average Silhouette combines the concepts of 
cluster cohesion and cluster separation and belongs to real 
interval [-1, 1. The average Silhouette coefficient is 
simply the average over alll cases of the following 
calculation for each individual case: 

3 
1 

(B-A)/max(A,B) 
where A is the distance from the case to the centroid 

of the cluster which the case belongs to and B is the 
minimal distance from the case to the centroid of every 
other cluster. The Silhouette coefficient and its average 
range between -I (indicating a very poor model) and 
(indicating an excellent model). The average silhouette 
greater than 0.5 indicates a reasonable partitioning of 
data, whereas when it is less than 0.2 means that the data 
do not show the cluster structure. 

Fig. 1. Photograph of the stained slide observed under DM 
RB photomicroscope: immature (1). intermediate (2), and 

mature (3) erythrocytes of common nase (Chrondrostoma 
nasus). 

2.2 Classification analysis 

Generally we could say that the objective of 2.2.2. K-Means Cluster Analysis 
classification is grouping similar data points together and 
discover underlying patterms. In contrast to supervised 
classification methods, the unsupervised methods bring 
conclusions from data sets using only input variables 
without referring to known outcomes. Supervised and 

unsupervised classification methods have been used to 
predict the maturity of erythrocytes based on 
morphological characteristics their size and shape. To 
solve the main task in this investigation we have used four 

classification methods: the Two Step Cluster (TSC) 
analysis and the K-Means Cluster (KMC) analysis as 
unsupervised methods and Neural Networks - Multilayer 

Perceptron (MLP) and an Ordinal Regression Model as 
supervised methods. Since the developmental stage is 

ordinal variable, an Ordinal Regression procedure, or 

PLUM Polytomous Universal Model (PLUM) has been 
developed to find predictors of developmental stage of 
erythrocytes and to check the applicability of the OLR 
model. 

K-Means Cluster (KMC) Analysis is an unsupervised 
procedure for identification relatively homogeneous 
groups of cases (n) based on selected variables using 
predefined the number of clusters (k). The K-Means 
cluster is a classic classification method that uses a 
partitioning algorithm and it is restricted to continuous 

variables. The K-means refers to averaging of the data 
finding the centroid as the imaginary or real location 
representing the center of the cluster. Distances are 
computed using Euclidean distance. We selected option 

for classifying cases with updating cluster centers 

iteratively and classifying. This means that the algorithm 
K-means starting with the first group of the randomly 
selected centroid, which is used as the initial solution, and 
then perform iterative calculations to optimize the 

centroid positions (the cluster center) in order to reach the 
final solutions. The clustering has been successful when 
there is no change in the centroids values or the defined 
number of iterations has been achieved. Then, the creating 
and optimizing clusters are finished. 

2.2.1. Two Step Cluster Analysis 
The Two Step Cluster (TSC) analysis is specially 

developed and incorporated into the SPSS software as an 
unsupervised method designed to handle very large data 
sets. This method uses a likelihood distance measure 

2.2.3. Ordinal Regression Analysis Polytomous 
Universal Model (PLUM) 

The Ordinal regression analysis also belongs to the 

supervised methods and involves the application of the 
proportional odds nmodel which is a commonly sed which assumes that variables in the cluster model are 

independent in order to classify categorical and model for the analysis of ordinal categorical data [6]. The 
continuous variables. The TSC algorithm allows the user 
to set the maximum number of clusters or let the 

algorithm automatically determine the number of clusters. 

The first step begins with the pre-clustering the cases 

into a Cluster Features (CF) Tree. The CF tree consists of 
the sub-clusters and a node that contains multiple cases 

contains a summary of variable infomation about those 

cases. The pre-cluster step uses sequential clustering by 
scanning the data cases one at a time. The next case nuclear measures and shape factor were used as 
should be added to one of the existing clusters or a new 

cluster is formed based on the distance measure as the 

proportional odds model is used to estimate the odds of 
being at or beyond a particular level when the response 
variable is polytomous as is in our case. 

n this paper, an ordinal logistic regression nodel e.g. 

Polytomous Universal Model (PLUM) was developed 
using SPSS. The outecome variable is ordered with three 
levels of the developnental stage of red blood cells: 1 -

mmature, 2 intennediate or 3 - mature. Cellular and 

similarity criterion. Thereafter, the second step clusters 
the sub-clusters of the CF tree into the final number of 
clusters using an agglomerative clustering algorithm. As a 

Independent variables. The ordinal logit model is based 
on the following equation: 

PYA a-BX,--P,A 
EPY> A ,)) (2) 
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nctwork. The dataset is partitioned into the training data 
and testing data sample. When learning a neural network 
is completed, an MLP model is created that will be used 
to classify data. In the hidden layer, a hyperbolic tangent 
as the activation function is used, however, in the output layer the activation function was "Softmax" 

where a. ( =1, ..J-1) are the thresholds, , (i =1,...p) are logit coefficients. 

24 Neural Networks Multilayer Perceptron 
Neural Networks - Multi-layer Perceptron (MLP) can ued in predicting or in this case in the problem of be 

lassifying. This method belongs to the supervised 
methods that mean the results of prediction can be 

3. RESULTS 

All methods for classification analysis have been repeated with three groups input continuous variables denoted with superscript letters a, b, c on Tables 1, 2, 3, 4. 

values of the target variables. MLP used a 
compared with 
iilar idea as ORL, but it difters from logistic regression 
in that MLP has one or more non-linear hidden layers 

efween the input and output layers. MLP learns a 
3.1. Two Step Cluster Analysis 
Two Step Cluster analysis was performed with the following common parameters: the number of clusters was fixed to 3, maximum of branch number was 8 and maximum level of tree depth was 3. Quality of clustering is poor in case of seven input variables and became greater in the case of four or two input variables. However, the percentage of properly classified erythrocytes does not exceed 78.33%. 

function 

ffR">R" 

by training on a dataset, where m 

input vector and n is the dimension for output vector. For 

a given set of m-dim input vectors and n-dim target 

variables, a nonlinear function for classification can be 
found. MLP learning of the classification function takes 

place in two phases: training and testing of the neural 

the dimension of the 

Table 1. Erythrocytes Classification using Two-Step Cluster analysis 

Sample Observed 
Predicted Average 

Silhouette -1,1]| 
/Cluster Quality| 

Im- Inter- Mature Percent 
mature mediate Correct 

95.00% 
80.00% 
35.00% 

Immaturee 19| 0 0.4 

16 Poor Intermediate 7 input 
variables" Mature 0 

Overall % 31.67% 48.33% 20.00%| 70.00% 
95.00% 
85.00% 

0 0.5 Immature 19 
Good 17 Intermediate 

variables Mature 
4 input 

0 9 11 55.00% 
78.33% 
95.00% 
85.00% 
45.00% 

Overall % 35.00% 27.00% 12.00% 
0.6 Immature 9 

Good 3 17 0| Intermediate 
variables Mature 
input 

0 11 9| 
48.33% 15.00% 75.00% Overall% 36.67% 

ea,PerimeterC, LengthC, ShapeFactorC, AreaN, PerimeterN, LengthN; D. AreaC, PerimeterC, LengthC, ShapeFactorC; c.PerimeterC, ShapeFactorC. 
3.2. K-Means Cluster Analysis 3.3. Ordinal Regression Analysis - PLUM 

achieved with converg criterion 0.000 that means the 

with two inpu variables rimeterC and ShapeFactorC) 

-Means Cluster Analysis has been used 1Or 
classifying cases with iterative 

The classification results obtained by the PLUM 

updating of cluster centers, 
was set to 3. Convergence The best result of classification with application PLUM 

was achieved with all seven input variables and 96.67% 

cases are correctly classified. 

while method are shown in the matrix of confusion in Table 3. 
the number of clusters 

0.000 maximum absolute coordinate change for any center was 
hile a number of iteration varied from 3 to 5 (see Table 2). The best re sult of classification was achieved 

d 61.67% correctly classified cases. 



Table 2. Erythrocytes Classification using K-Means Cluster analysis 

Predicted Number of 
Percent iteration/ 

Sample Observed Mature 
Cluster Quality Intermediate 

Immature Correct 

9 55.00% 3 
Immature 

14 30.00% 
7 input Intermediate 

75.00% 15 Poor 
variables" Mature 

18.33% 63.33% 53.33% 
18.33% Overall % 

9 55.00% 
Immature 

6 14 30.00% 
|Intemediate 4 input 

variables Mature 
Overall % 

15 75.00% 
0| Poor 

18.33% 18.33% 63.33% 53.33% 
9 55.00% 11 Immature 

14 70.00% 
input Intemediate 

8 12 60.00% 
variables Mature Poor 

Overall % 18.33% 51.67% 30.00% 61.67% 
a. AreaC, PerimeterC, LengthC, ShapeFactorC, AreaN, PerimeterN, LengthN; 

b. AreaC, PerimeterC, LengthC, ShapeFactorC; 
c. PerimeterC, ShapeFactorC. 

Table 3. Erythrocytes Classification using Ordinal Regression Analysis - PLUM 

Sample Observed Predicted 

Intermediate Mature Percent Cluster Quality 
Immature 

Correct 

20 100.00% 0 Immature 

19 95.00% 7 input Intermediate Excellent 
95.00% 19 

33.33% 
variables Mature 0| 

Overall % 33.33% 33.33% 96.67% 
Immature 19 95.00% 

95.00% 4 input Intermediate Excellent 

variables Mature 18 90.00% 
Overall % 31.67% 36.67% 31.67% 93.33% 
Immature 19 0 95.00% 

3 input Intermediate 0 9 95.00% Excellent 

variables Mature 19 95.00% 

Overall % 31.67%| 35.00% 33.33% 95.00% 

Immature 17 85.00% 

2 input Intermediate 2 5 3 75.00% 
Good 

variables Mature 90.00% 

Overall % 31.67% 33.33% 35.00% 83.33%| 
a. AreaC, PerimeterC, Jengthc, Shapel actorC, AreaN, PerimeterN, L.engthN; 
b. Shapel actorC, AreaC, PerimeteC, L.engthC; 
c. Shape actorC, AreaC, Perimeter'; 
d. Shapel'actorC, ArcaC. 
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4. Multi-layer Perceptron 

ln all repetitions ot MLP analysis based on 7 

Synepte Wetght 0 
ynannr HetghM 

Bias Interestingly, one case was misclassified. 

the same case. Parameters in the analysis: Number 
hidden layers was cqual to I and activation function in 

he hidden layer was hyperbolie tangent. Dependen 
riable was the developmental stage of erythrocytes 

ith three units in the output layer and activation function 
Softmax. Percent oI correct predictions was 98.30%. Fig. 

shows a one hidden layer MLP with four variables in 
the input layer and the type of erythrocytes in the output 

ariables. only 

Shape 
FectorC H1 

m 

AreaC H1 2) 

H1 

LengthC H(14 layer 

Hidden layer ectivaton functon Hypertolc tangent 
Output layer ectivaton unction. SonMmez 

Fig. 2. A one hidden layer MLP with four variables in the input layer and the developmental stage of erythrocytes in the output layer. 

Table 4. Erythrocytes Classification using Neuronal Networks - Multilayer Perceptron 

Observed Predicted No of units in Sample 

hidden layer 

Cluster Quality 

Immature Intermediate Mature Percent Correct AUC 

Immature 20 100.0% 1.000 
Intermediate 19 95.0% 0.999 

100.0% 0.999 variables Mature 
Overall % 

20 
Excellent 33.3% 31.7% 35.0% 98.3% 

Immature 20 0 100.0% 1.000 

95.0% 0.984 
100.0% 0.991 
98.3% 
90.01.000 

Intermediate 19| 4 

variables" Mature 0 20 
Excellent Overall % 33.3% 31.7%| 35.0% 

Immature 
19 95.0 0.984 Intermediate 

variables Mature 20 100.0 0.991 
Excellent Overall % 30.0% 35.0% 35.0% 95.0 

95.0% 0.994 Immature 
95.0 0.962 Pvariablesntermediate 

95.0%0.989 Mature 
Excellent Overall % 35.0% 33.3% 95.0 31.7 

Immature 19 95.0 1.000 

8 90.00.986 Variablesntermediate 

Mature 95.00.988 
93.3 

Excellent 

Overall % 31.7% 33.3% 35.0 
AreaC, PerimeterC, LengthC, ShapeFactorC, AreaN, PerimeterN, LengthN; 
ShapeF'actorC, AreaC, PerimeterC, LengthC; 
ShapeFactorC, AreaC, PerimeterC; 
ShapeFactorC, AreaC: 
ShapeFactorC, PerimeterC. 

D. 

C. 

erythrocytes morphometry is lacking. Rowan IS] did 

erythrocytes classitication, by a proportional odds model, 
4. DISCUSSION 

ala on the application of models in studies on fish 
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with the cellular and nuclear area and shape factor as 

independent variables. Since the aim of this study was not 

to replicate existing research, we tested different models 

with the different number of variables, with the idea to 

find the model best suited for complementing expert s 

visual analysis. 
From that point of view, in this study, we have used 

four classification methods to classify the developmental 

stage of fish erythrocytes: the TSC analysis, the KMC 

analysis, MLP, and an Ordinal Regression Model. Our 

findings clearly justify that PlLUM and MLP models are 

more sucecessful than the other two. The best results in the 

intermediary; however, both PLUM and MLP classified i 

as mature. In some cases, it Is difficult to distinguish 

whether the erythrocyte is in the final intermediary nhac 
or in the initial mature phase. Ihis also highlights the 

usefulness of tested models as a tool to help or eu 
correct the visual analysis of experts and it could helb in 

better assessing contamination exposure by erythron 

profile [9. 

5. CONCLUSION 

Our findings have shown that Multilayers Perceptron 

and OLR models are appropriate for classification of the 

development phase of erythrocyte fish. These methods 

can be used as a tool in automatic classification or as a classification of the maturity of erythrocytes were 

achieved using neural networks. MLP model with 

input variables correctly classified 98.3% cases. The help to traditional manual techniques. 

result received by application an Ordinal Regression 

Analysis 
with all 

7 

variables as the input. The best result in TSC 

analysis was obtained with four input variables: 78.33% Development of Serbia, grant number OI1 73045. 

accurately classified cases. The much lower percent of 6. REFERENCES 

correct classification (61.67 %) was achieved by using 

KMC analysis and only the two input variables. 

The TSC method is used in the study [7] to disclose 

sperm subpopulations based on morphometric parameters 
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demonstrated that a simple TSC procedure successfully 

revealed the existence of 6 subpopulations within a semen 

sample. They conclude that the great advantage of this 
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